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Introduction 

 

Statistical processing of experimental data and experiment planning as a 

method of optimization and research of technological processes are a powerful 

means of achieving the required results in the hands of the researcher. 

When carrying out experimental work, there is always a scatter in the obtained 

results. On this occasion they say that the results of measurements are a random 

variable. The appearance of such random results is associated either with the 

random nature of the phenomenon itself, or with various random effects that can 

not be controlled. Mathematical statistics studies methods for processing the 

results of observations (measurements) of mass random phenomena that have 

statistical  robustness, regularity, in order to reveal this pattern. 

The development of a new technological process and its implementation, the 

creation of new modеs/materials are usually preceded by the study of available 

theoretical and experimental data, the verification, the development of the project 

(new technologies, etc.) and optimization of the process conditions. Until now, a 

significant part of the research has traditionally been conducted according to the 

research scheme for the influence of individual factors. 

It should be noted that modern technological processes are complex, 

multidimensional and they are a subject to various interference effects. 

Stabilization of the conditions for conducting experiments in them is often an 

impossible  problem, and therefore the traditional scheme of research under such 

conditions becomes ineffective. In addition, the aggregate effect of individual 

factors (variables) is not always equal to their simple sum due to the phenomenon 

of interaction between factors. 

As a rule, technological research is associated with significant energy and 

material costs, so they are laborious, therefore one of the most important tasks of 

the researcher is to achieve the desired result in an optimal way. 

Design of experiments allows the researcher to choose from the types of plans 

or programs for their construction, the methods of processing experimental data 

for the various practical problems that are most acceptable. 

The most common experiment is to solve the following two main  problems. 

The first problem is called extreme. It consists in finding the process conditions 

ensuring the optimal value of the selected parameter.  

A feature  of extremal problems is the requirement to search for an extremum 

of a certain function. Experiments that are put to solve optimization problems are 

called extreme. 

The second problem is called interpolation. It consists in constructing an 

interpolation formula for predicting the values of the parameter being explored, 

depending on a number of factors. 
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To solve an extremal or interpolation problem, it is necessary to have a 

mathematical model of the explored object. In most cases, such models can be 

obtained using regression analysis. 

Classical regression analysis is based on processing the results of passive 

experiments. In this case, as applied to engineering and technical problems, the 

researcher formulates the experiments in an arbitrary way, choosing experimental 

points, based, for example, on intuition or his own experience. 

But, as a rule, the essence of the tactics of the researcher is to search through 

various conditions for the experiment. When solving such problems, it is 

necessary to deal with a very large number of independent variables. In this case, 

the method becomes extremely cumbersome, especially the difficulties with 

computational operations. But here it should be noted that the widespread use of 

personal computers and standard software products for mathematical calculations 

virtually eliminate the previous difficulties with computing operations. 

When regression analysis is used to process the results of a passive experiment, 

the following circumstances should be taken into account: 

• In the case of a passive multivariate experiment, it is difficult to estimate the 

error of the experiment and, consequently, it is impossible to strictly check  the 

adequacy hypothesis of the chosen mathematical model from the results of the 

experiment; 

• It is impossible to construct a criterion for discarding experiments containing 

gross errors; 

• Independent variables are often pairwise correlated, so the corresponding 

effects can not be separated; 

• It is not possible to separately evaluate regression coefficients with, for 

example, the / -  criterion, even when the independent variables are weakly 

correlated. 

Estimating the results of regression analysis, we can only talk about the 

existence of a statistical relationship between the variables, but one can not say 

anything about the nature of this relationship. It makes no sense to attach any 

importance to individual regression coefficients. 

If we approach the regression equations as some interpolation formulas, the 

above disadvantages will.can be neglected. 

If we need a mathematical model of an object in order to use it later to manage 

this object, the uncertainty in the results of the research, connected with the 

shortcomings of the obtained regression models, becomes decisive. 

Researchers working in the field of statistical processing of experimental data 

consider that the results of a passive experiment occurring in a strong noise field 

do not contain information on the mathematical model of the process. 

But in a number of cases, statistical processing of the results of passive 

experiments can be very useful. For example, when evaluating the quality of a 

product in a particular process unit or in different shops, it may be useful to 
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construct histograms and determine at least two parameters of the distribution 

function, the mean and variance.  

A comparative statistical analysis of these parameters allows us to compare the 

results obtained under different conditions and establish pair correlation relations. 

The results of passive observations in some cases can be used for monitoring and 

even forecasting. 

Thus, the information obtained through passive observation can be very 

important for the current monitoring of certain processes (or objects), but it is 

completely inadequate for constructing mathematical models with which to 

manage the process (or the object). 

Since the calculation of the regression coefficients for statistical processing of 

the experimental data of passive and active experiments is carried out using the 

same expressions, practical examples will be given mainly for active experiments 

carried out according to special plans. 

New opportunities were opened after the experimental points began to be 

selected according to a special plan. Planning an experiment is a new approach to 

research, in which mathematical methods play an active role. There is an 

opportunity to actively influence the research process, to plan the experiments in 

such a way as to obtain maximum  information at minimal cost. Such experiments 

are usually called active. 

 

I. Research Capabilities Based on Proprietary Software 

 

At present, there are a number of clearly formulated criteria for optimal 

planning for different situations, and algorithms have been developed for them, 

using which the researcher can locate experimental points in the factor space and 

process the results of observations. The main idea of this method is the possibility 

of optimal control of the experiment with incomplete knowledge. 

On the basis of regression analysis, a mathematical model of the objective 

system is obtained, which is called the regression equation. Regression analysis 

methods allow choosing the most appropriate ones from several different kinds of 

models. Regression analysis is reduced to the determination based on the 

experimental data of the model coefficients (regression coefficients), the 

evaluation of the significance of these coefficients and the degree of adequacy of 

the model. 

The model of the object is obtained using the results of experiments. In the 

research of a multifactorial process, the formulation of all possible experiments 

to obtain a mathematical model is associated with the enormous laboriousness of 

the experiment, since the number of all possible experiments is very large. 

Experimental planning is to establish the minimum number of experiments 

required. 
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The results of the experiment are used to obtain a mathematical model of the 

explored process. A mathematical model is a system of mathematical relations 

describing the explored process or phenomenon.  

It has been proven that the support for decision-making is also an important 

activity in the design process. The timeliness of this activity is determined on the 

basis of the benefits achieved, as in any other optimization process. Unlike 

classical optimization, technical decision making takes place under more than one 

criteria, with a different number of control parameters. For this reason, our team 

has built several software applications to support the process of this application 

from engineering practice. Our development activity has been running for more 

than fifteen years. For this period of time, applied tasks in the field of casting, 

thermal and chemical-thermal processing and the restoration of worn surfaces by 

welding and coating are solved. 

The software is extremely useful in exploring a set of quality indicators, as in 

the material science is the complex of properties after applied processing. 

Processing parameters are process input control parameters, and quality indicators 

are output controlled reactions. Multicriteria optimization defines these process 

modes of the research process, for which the user has explicitly defined certain 

preferences of the quality indicators. 

The algorithm that is being offered is not complicated. It is related to 

multicriterial support for making technical decisions. The algorithm analyzes and 

optimizes parameters after an engineering experiment. Since actual experimental 

data is used, if the models obtained prove the necessary checks, it means that the 

models are adequate and the forecasts obtained are reliable and can be used in 

engineering practice. The analysis that is applied is user-friendly. This analysis is 

valuable because it provides solutions for multifactor processes. Various 

alternatives can be evaluated. So far, software has been developed for two, three 

and four control parameters in the study of various selected technical quality 

parameters. In the future, under the proposed algorithm, there is an idea to develop 

further with control parameters for which the total number is up to ten parameters 

describing the technological regime. 

The number of previously developed four parameter controls can be 

considered as optimal. For tasks with more established influences, they can be 

transformed and solved in steps / parts. 

The suggested analysis is valuable at the following two points: 

1) Specialized software can process simulation test results and thus be used as 

a hybrid method in CAD / CAE systems in designing process processes. 

2) It can be determined from the many determined solutions that it is 

acceptable in terms of economy of spent energy or raw material during the 
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experiment. This realized energy or raw material savings is applied after an 

acceptable solution has been obtained from the set quality parameters. 

Indeed, how is this approach applied to energy and materials savings. Among 

the many technologies investigated with the software, a chemico-thermal process 

was developed to enhance the working properties of heat-resistant steels. Several 

solutions with a desired set of properties have been identified to solve the task. 

This is characteristic of any multi-criterion task. Each particular solution 

corresponds to different modes that vary considerably over the duration of the 

process or the pressure of the gas used. Thus, among these solutions, a mode with 

a shorter chemico-thermal treatment time is chosen which is more energy efficient 

and less gas consuming. Thus, on the one hand, a compromise solution is 

established that satisfies all the quality indicators and, on the other hand, provides 

less energy or material consumption. 

The optimization of the complex of properties is accomplished through the 

multicriteria optimization module, which produces an effective solution. Any 

effective solution, by its very nature, can also be innovative. Effective solutions 

are Pareto's solutions. These solutions are not improving optimal solutions. 

Strategies for determining effective solutions can be varied: average, geometric, 

and so on. Our approach uses the strategy of the pessimistic option. This strategy 

maximizes solutions in a matrix containing the smallest value of the criteria 

analyzed. 

In the modeling area, when the regression model is displayed, it is necessary 

to specify the connections between the control and the managed parameters as 

input data. They can be pre-planned or consecutively executed, unassigned in the 

so-called passive experiment. For a larger number of data processing 

observations, a different pattern structure can be applied. Each structure is 

evaluated with two estimates. The decision-maker chooses the best structure for 

these ratings. The structure determines the respective coefficients of the 

regression model. The determined coefficients define the magnitude examined. 

Several dimensions investigate define the criteria in the multi-criterion task, with 

preferences for them. 

The approach is applicable to all processes with multiple adjustable parameters 

that vary in range. The variable range is scaled to nine steps in which all controlled 

control parameters are changed. In combinations 94, if the parameters are four, the 

process under consideration fully analyzes 6541 combinations of control modes. 

For defined technical multi-criteria tasks this proposed accuracy is fully 

satisfactory. 
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The purpose of this section is to present the capabilities of the approach for 

analysis and multi-criteria optimization of quality indicators, changing from 

several identical (same) parameters operating in a certain interval. 

The approach I present to you is appropriate for the design phase of various 

new, unsettled processes. 

Their technological parameters change in a certain range. 

Through the approach one or more sets of technological parameters can be 

determined to be experimentally tested when specifying the technology of the test 

item.  

The desired complex of properties depends on certain combinations of the 

technological parameters. 

The idea is that this complex is optimal.  

Since there are several properties, the optimization procedure is a multi-criteria 

one.  

From the set/expected values of the criteria/properties, a procedure is 

performed which determines  the combinations of technological parameters that 

can realize it.  

After the numerical experiment, it is determined whether the property values 

can be improved or reached. 

Sometimes different combinations have different energy-intensive content.  

This opportunity, like checking software, is very valuable in terms of energy 

saving. 

In this way the approach can be attributed to innovative instruments.  

The approach is characterized by the user friendly attitude of making the 

optimal decision. 

The solution takes into account which optimal complex of properties to what 

combination of parameters corresponds. 

This combination of parameters is recorded in the  technological 

documentation and it is executed during the technological mode. 

The user friendly approach is very valuable because with respect to all 

properties, the analyzes and the comparisons are carried out in the same 

dimensionless proportions (percents). 

Five variable percentage ranges are available that can be expanded or 

narrowed, depending on the decision maker’s wishes. 

Through this movement to the ‘top’ – the 100%, the boundaries of the variables 

are fixed up in several iterations, thus reaching the optimal solutions. 

An example of how the approach works in the  2D/two-dimensional case is 

illustrated by the following figures. 
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For comparison, conventional graphical images are also shown, from which it 

is also possible to trace the veracity of the solution. 

Grapavosti j 2.72833 0.26833 x1i 0.2175 x1i x2j 0.6975 x2j  
 

 
 

Adhezijai j 73.533 2.333 x1i 3.525 x2j 4.575 x1i x2j  

 
 

There are two models and their graphical  images, through  countur lines with 

Mathcad and our author’s approach. 



9 
 

The selected visualization models can be multi-criterially optimized because 

the maxima and minima of the two models occur for different values of the control 

parameters that define the horizontal and vertical axis of variations. 
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The optimization problem that is defined is to determine the control process 

parameters, the minimal first property and the maximal second property. 

From the graph of the presented solution it is clear that the optimal solution 

starts at a thickness of 42.5 at 90 degrees and that it is over 64% for the two 

explored values. 

Because the minimal  value is sought for one of the properties, the solution 

found to be minimal is less than 36% (100-64%). 

 

 
 

 

With the design adopted in the defining area defined by the control parameters, 

81 states are controlled (92, where 2 are the parameters and 9 are the nodes in 

which the test parameter is controlled). 

 

As impressed by these 81 squares,  in these 81 squares there are another 81 

states  (92) in the case that the parameters are 4, not [just] 2. 

Then globally in the  domain there are changed: the first (horizontally) and the 

second (vertically); locally changes the third (horizontally) and the fourth 

(vertically). 

An example of an image of a three-parameter model is presented as follows: 
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The peculiarity of it is that the local image in the small square on the right does 

not occur; the third parameter is treated as 9 striped rectangles instead. 

They also have squares inserted because of the possible inclusion of the fourth 

parameter. 

Here are two selected images with the fourth parameter included with the same 

color distribution of the color scales. 

In the fixed position of the first and second parameters of the four-factor model 

(the white square), a contour diagram is constructed for the third and fourth 

parameters. 
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The software automatically changes the coloring in the percentage intervals 

and there can be observed/read the  real  and the normalized values  of the explored 

quantities with  two pair  of scrolling tools (one for the global location and the 

other for the local one).  

This task is a problem for analyzing the value of the explored quantity from 

the influence of the four technological parameters. 

The optimization problem is solved in the space of the technological 

parameters and not as in the traditional approaches in the criteria plane. 

The proposed variable algorithm in the variable space may also recommend a 

weak Pareto solution, but with a more substantial contribution to less energy-

intensive and material-intensive solutions. 

This is the reason for the user-friendliness of the analysis. 

Three optimization solutions are presented in the figure, in which the ordering 

in the achieved requirements between the studied criteria is different. 

The decision maker selects the corresponding control parameters depending 

on his/her own considerations. 

The case is  two - dimensional. 

It is the same mechanism also for multi-parametric cases. 

 

 
 

Initially, by refining /localizing at percentage intervals/, the decision is 

directed to fixing the global coordinates. 

After the global coordinates have been fixed, the local situation of the others, 

which are arranged in color, is taken into account. 

The choice of one or other global coordinates is again carried out by the 

decision maker (DM), for example by economic or environmental considerations. 
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A graphical demonstration of the multicriteria optimization method to 

maximize two criteria/properties in the criteria space in several iterations is 

discussed below. 

 

 
 

In the criteria space, Pareto’s front is being built. The inconvenience of this 

approach is the many set of the decisions that are subsequently sought by an 

evaluation system on which the decision maker (DM) can recommend a solution. 

For this reason, we have abandoned and do not use the criteria space. 

Recently, the neural approximation is much more valued rather than the 

regression. 

 
 

Our explanation for this is that in some cases there is a substantial difference 

between the predicted and the real value. 
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Although the presented approach is set for regression approximations, the idea 

can be applied to a neural approximation, having the know-how about it. 

Besides, the software is constructed for up to four parameters. 

But we have developed a paper that develops the idea of analysis and 

optimization with up to 10 technological control[ling] parameters. 

By normalizing /aligning them to an even percentage scale/ of the predicted 

values of the models, all inaccuracies are ignored and only the tendency of the 

model can be worked out, and the predicted values are for reference. 

The presented approach, which is being discussed, monitors the whole area of 

the explored property in the change of all control[ling] parameters with a certain 

step.  

When a complex of properties  must be explored, each property can be 

analyzed separately  by the controlling technological factors and then the 

conditions f the complex forming properties are defined.  

It is obligatory to set the identifier of each property that determines whether 

the researcher is interested in the minimal, maximal or values of the relevant 

criterion in the complex. 

 

 

I.1. Applying the Method of Analysis and Multi-criteria Optimization of the 

Mechanical properties for Mg-Li-Al Alloys. 

 

METHODOLOGY FOR CONDUCTING THE SURVEY 

The methodology for conducting the study consists of the following steps: 

- Preliminary statistical analysis of the study data with visualization of the 

dependencies between observed quantities. This includes the determination of the 

baseline (descriptive) statistical characteristics, the correlation of the parameters 

of the experimental studies and the construction of two-dimensional contour 

diagrams between the independent and dependent variables in the study. 

- Simplification of dependencies between chemical compounds involved in the 

chemical alloy and its mechanical properties using neural models. 

- Implementation of a Pareto front modeling software for tensile strengths - Rm 

and relative elongation - A. This is based on the results obtained from the previous 

steps of the study. 

The number of experiments must be sufficient to obtain the models. The database 

used at the Dalian University of Technology was used for the analysis. To make 
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the calculation more accurate and to keep the secret around it, encryption is 

applied. 

 Coding is performed for each factor based on its minimum and maximum values. 

Analysis and optimization results can be used only after decoding. Coding is done 

following the dependencies 

          

           

 

 

Decoding is done using the formula: 

 

 

 Alloys X1 /Li/ X2 /Al/ Rm [MPa] A[%] 

1. Mg-1Li-1Al -0.981 -0.872 160.31 11.98 

2. Mg-1Li-3Al -1.00 -0.23 179.37 10.65 

3. Mg-1Li-5Al -0.993 0.333 191.78 12.05 

4. Mg-1Li-7Al -1.00 0.986 170.22 6.65 

5. Mg-3Li-1Al -0.804 -1.00 138.31 10.63 

6. Mg-3Li-3Al -0.84 -0.348 191.7 15.25 

7. Mg-3Li-5Al -0.818 0.266 227.07 15.5 

8. Mg-3Li-7Al -0.825 0.847 203.82 6.70 

9. Mg-5Li-1Al -0.360 -0.914 147.53 21.8 

10. Mg-5Li-3Al -0.364 -0.319 160.14 11.9 

11. Mg-5Li-5Al -0.376 0.287 199.17 8.0 

12. Mg-5Li-7Al -0.513 1.00 220.03 6.15 

13. Mg-7Li-1Al -0.073 -0.943 171.18 24.7 

14. Mg-7Li-3Al -0.107 -0.373 199.84 19.93 

15. Mg-7Li-5Al -0.259 0.216 222.93 10.1 

16. Mg-7Li-7Al -0.211 0.797 210.99 4.45 

17. Mg-9Li-1Al 0.211 -0.882 175.96 22.3 

18. Mg-9Li-3Al 0.121 0.348 182.33 21.2 

19. Mg-9Li-5Al 0.099 0.184 195.06 5.7 

20. Mg-9Li-7Al 0.055 0.847 225.32 9.56 

21. Mg-11Li-1Al 0.323 -0.954 189.49 13.45 

22. Mg-11Li-3Al 0.416 -0.422 201.43 14.55 

bio
bmin bmax( )

2


w bmax bio

bkod
b bio( )

w


bdekod w bkod bio
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23. Mg-11Li-5Al 0.38 0.234 192.68 5.4 

24. Mg-11Li-7Al 0.397 0.811 180.33 4.05 

25. Mg-13Li-1Al 0.724 -0.986 177.02 11.5 

26. Mg-13Li-3Al 0.627 -0.387 217.09 8.57 

27. Mg-13Li-5Al 0.813 0.201 236.47 2.50 

28. Mg-13Li-7Al 0.773 0.761 224.13 1.00 

29. Mg-15Li-1Al 1.00 -0.936 123.81 26.10 

30. Mg-15Li-7Al 0.478 0.971 124.78 2.23 

 

Table 1. Variation of control parameters. 

Factors Levels of variability for the 

control factors 

Код [-1] Код [ 0 ] Код  [1] 

X1(Mg) ,[%] 77,93 88,03 98,14 

X2(Li)  ,[%] 0,55 9,46 18,37 

X3(Al) ,[%] 0,78 3,58 6,39 

 

  

ANALYSIS AND VISUALIZATION 

The most important task at this stage is to find an opportunity to find a possible 

link between independent parameters and dependent characteristics in 

experimental research. The statistical analysis allows to determine the 

uncorrelated input parameters from the experiment that can be used to construct 

a regression model, the percentage of Li and Al elements in the alloy composition. 

 

 

STATISTICAL DATA  

The visualization of the presented primary experimental data illustrates the 

available information for altering the mechanical parameters of the alloy of its 

chemical composition. In Fig. 1a) shows the two-dimensional contour diagram of 

the Rm dependence on the percentage of Li and Al elements in the experiment. 
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а) b) 

Fig. 1. Two-dimensional diagrams of the tensile strength dependence - a) and the 

relative elongation - b) of the chemical composition of the percentage ratio 

between Li and Al. 

The models obtained in coded values are as follows. The model output is 

accompanied by a dispersion analysis. The models listed in the table are adequate 

and they can be used for further analysis and optimization. 

 Rm (X1,X2) Rm (X1,X2) A (X1,X2) 

b(000)=    208.890     210.154     12.2858 

b(100)=   1.82142     13.9206     -8.86290 

b(200)=  15.1890     28.8338     -8.25563 

b(110)=    -11.1139     -9.36795     -3.35146 

b(120)=    -10.6079     -13.0864     -3.31422 

b(220)=   -34.2428     -38.7124     0.532559 

b(111)= - - 5.93115 

b(112)= - - 1.78261 

b(122)= - -24.4375     5.38542 

b(222)= - -19.4066     1.03071 

 R =  0 .6411 R = 0.6740 R = 0 .7936 

 3.3504 > 

2.6207 

2.6168 > 

2.4638 

3.7812>2.3928 

 

The figures below show in one color the distribution of the mechanical properties 

for the change of the two elements lithium and aluminum.  The amount of lithium 
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is changed in the horizontal direction of the domain area, and the amount of 

aluminum varies vertically. The different models of the table are consistently 

examined. Different criteria in a normalized form are generalized in a total 

criterion, which is maximized. Simultaneous maximal values of the criteria are 

arranged in color. 

``  

а)     b) 

Distribution of tensile strength a) and relative elongation b) depending on the 

percentage of aluminum and lithium in the alloy. 

 

 Distribution of tensile strength for the second adequate model depending 

on the percentage of aluminum and lithium in the alloy. 
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The last two iterations in determining the optimal solution for the maximal 

strength and the maximal elongation 

 A multi-criteria approach is applied to expertly assess the influence of alloy 

composition elements on pre-selected quality indicators to improve the 

mechanical properties of the products. Models describing the mechanical 

properties of aluminum and lithium, which are relevant to the performance 

properties of the product, have been produced. By the applied approach it is 

possible to define a composition providing relatively better meanings of the values 

of the selected mechanical indices. With new means, facts known to science and 

practice are confirmed. 

The proposed approach facilitates the optimization of the magnesium alloy 

chemical composition improving the properties of the final product. These 

requirements generally are followed according to the standards but also may be 

associated with certain additional requirements claimed by users. All these pre-

imposed conditions lead to a set of constraints that must be satisfied by acceptable 

solutions. Some restrictions can be defined as relations with true quantitative 

nature. This is especially important to restrictions on mechanical properties of the 

final product. Their proper formula is based on good mathematical models 

describing the effect of alloy composition and processing parameters on the final 

properties of casting magnesium alloy. The statistical analysis of industrial data 

is an important and supporting alternative in such cases. That is why we have 

limited the field of study only to the influence of the chemical composition of the 

heat-treated alloys on the set of properties.     The statistical analysis presented in 

this paper is based on of data collected during the real production process. 
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I.2. Analysis of Properties of Magnesium Alloys Using the Described 

Approach 

 

The analysis is based on a specific database of the relationship between the 

composition and the properties. Based on this database, the interval in which each 

of the alloying elements varies is determined.  

 

Table 1. Minimum and maximum values of alloying components 

 

Input 

parameter 

Chemical 

symbol 

min 

[%] 

max 

[%] 

x1 Al 0.0 10.0 

x2 Mn 0.0 1.5 

x3 Zn 0.0 6.5 

x4 Cu 0.0 2.7 

x5 Ni 0.0 0.3 

x6 Si 0.0 1.0 

 

     Regardless of that, the proposed optimization approach for modeling the final 

mechanical properties of alloys can be applied to any production process with 

steel manufacturing. 

     The analysis presented in this paper is related to the analysis of mechanical 

properties of magnesium specimens described by the following parameters: 

tensile strength - Rm [MPa] and relative elongation - A [%]). The limitations 

connected with these parameters are due to magnesium grade characteristics and 

customer’s specifications.  

 However, the main problem is that these parameters cannot be under direct 

observation during the manufacturing process, so any limitations associated with 

them can not be clearly defined in the optimization model. That means that we 

must develop models linking the final mechanical properties of the 

specimen/sample of the steel chemical composition as all as the parameters of the 

production process. 

     The regression analysis allows describing the relation between the variables of 

input and output, without going into the phenomenon nature during the process. 

     The regression models presented below have been created based on the data 

collected during the industrial production process. 

The statistical analysis described in this section is based on a data set of 53 records 

extracted from the whole database. 



21 
 

     The Least Squares method, LS is used to estimate the regression parameters. 

The estimated models of parameters Rm and A obtained in the examinations are 

given below. 

     In respect to the problem under examination, nonlinear regression 

dependencies have been identified for each of the mechanical properties of 

magnesium alloys. The regression dependencies are of the following kind: 

 

 
 

     Here bij are the regression model parameters. The coefficients in equations are 

defined in Table*. The models can be used for prediction if the check-up F > F 

(0.5, ν1,ν2) described in details has been made.  

 

The analysis of these regression models is performed in a nominalized form in 

the range of 0-100%. In this dimensionless scale, all properties can be analyzed 

simultaneously and the conclusions about them are generalized and they are easy 

for perception. 

To minimize the values, it is necessary to define the minimal and maximal 

meanings of each of the tested properties. The first step in this determination is to 

find values of the chemical composition that meet the minimal and maximal 

properties respectively. For the specific case this is defined as follows separately 

for each extremum of each property: 

Table *. Coefficients of regression modelds of the examined target parameters. 

No Coefficient Rm 

[MPa] 

A 

[MPa] 

1 Free 

member 

114.255 16.33366 

2 X1 25.97015 0.6716988 

3 X2 9.704941 -18.22966 

4 X3 74.42215 -3.222518 

5 X4 66.06575 12.28882 

6 X5 3114.254 101.5687 

7 X6 140.6771 12.65238 

8 X1 X2 -0.40418 -0.1963183 
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9 X1 X3 -1.084408 -0.0068298 

10 X1 X4 -72.2078 -0.6545856 

11 X1 X5 237.9817 9.555618 

12 X1 X6 -0.778058 0.1666764 

13 X2 X3 -44.53689 2.326275 

14 X2 X4 101.9566 -15.04205 

15 X2 X5 1768.658 336.508 

16 X2 X6 -36.39456 21.76996 

17 X3 X4 0.7895336 0.1440411 

18 X3 X5 -414.173 18.49442 

19 X3 X6 -99.81348 0.05190802 

20 X4 X5 2369.462 150.6452 

21 X4 X6 138.7343 -61.84769 

22 X5 X6 -2435.761 -121.6928 

23 X1
2 -1.798813 -0.1700993 

24 X2
2 53.00094 7.873145 

25 X3
2 -5.917203 0.3912327 

26 X4
2 -43.78463 -2.977206 

27 X5
2 -74966.48 -4711.342 

28 X6
2 -105.1666 -24.45902 

R 

F 

0.888 0.914 

3.449 4.684 

  

Minimize UTS Al Mn Zn Cu Ni Si( )
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Minimize Elon Al Mn Zn Cu Ni Si( )
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Maximize Elon Al Mn Zn Cu Ni Si( )

3.337

1.5
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0

0.071

0.769























 
 

After determining the composition of each element in which the 

corresponding extremum is present, the assigned combination of this composition 

is replaced in the corresponding model to determine the value of the extremum 

necessary to determine the normalized values. 

The figures show the possibility of comparing both analyzed properties when 

changing a pre-selected alloying element. Usually the other varying elements are 

fixed to the maximal values of one of the optional properties. In some cases, these 

levels overlap. 
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On the figure except aluminum in its entire range, zinc is also changed in 

three positions, at values of 0, 1, and 2%. According to the depicted scales, it can 

be determined that the tensile curves vary much more steeply than the relative 

elongation because the two vertical scales are scaled differently. Such an analysis 

can be carried out for each of the graphs below. 
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From the analysis of the graphical dependencies, the following conclusions 

can be made: Assuming that we have fixed most of the alloying elements at their 

optimal levels, then for the alumina variation we can note that the optimal 

aluminum content at the tensile strength is a little above 5%, and for the 

elongation, it is about 2%.. The optimal zone expands or narrows following the 

different zinc content of both properties. In terms of the strength it grows with the 

zinc reduction. In a much lesser ratio, the relative elongation value of the zinc 

change is changed. 
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With these two types of less common graphic analyses we present analyses 

of regression models that can be useful as evidence of one or another trend. 

 

UTS%nAl Zn UTSn Al 1.5 Zn 0 0 1( )
 

Elong%nAl Zn Elongn Al 1.5 Zn 0 0 1( )
 

UTS%n  Elong%n  
 

The contour diagrams with equilevel lines are very popular as three-

dimensional diagrams of the response surface depending on the change of two 

parameters. Unlike the traditional three-dimensional diagrams, these graphs 

readily measure the value of the test parameter at fixed control parameters.. This 

way for presentations has made it a complete procedure of previous imagery with 

fewer images to provide more information. 

 

UTSnAl Cu UTSn Al 1.5 2 Cu 0 1( )
 

ElongnAl Cu Elongn Al 1.5 2 Cu 0 1( )
 

UTSn  Elongn  
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I.3 Taguchi methodology applied to the magnesium alloys design 

 

The second contribution in the development of methods for metallurgical 

design is associated with the Taguchi methodology for analysis of the selected 

quality parameters. 

 

With respect to the objective problem, for each of the mechanical properties 

of the steels there are identified nonlinear regressions of the form:  

 

     𝑅𝑒𝑙𝑎𝑡𝑖𝑜𝑛 (S/N)=
𝑠𝑖𝑔𝑛𝑎𝑙

𝑛𝑜𝑖𝑠𝑒
 The effects of the factors are determined for each 

row, using the formula to minimize performance characteristics: 
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The composition optimization is performed only in respect to yield strength 

Rm and respective elongation A.  
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Table. Оrthogonal matrix I (27,13) developed by Taguchi with factors at 

three levels 

Run X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 

1 1 1  1  1  1  1  1  1  1  1  1  1  1  

2 1 1  1  1  2  2  2  2  2  2  2  2  2  

3 1  1  1  1  3  3  3  3  3  3  3  3  3  

4 1  2 2 2 1 1 1  2  2  2  3  3  3  

5 1  2  2  2  2  2  2  3  3  3  1  1  1  

6 1  2  2  2  3  3  3  1  1  1  2  2  2  

7 1  3  3  3  1  1  1  3  3  3  2  2  2  

8 1  3  3  3  2  2  2  1  1  1  3  3  3  

9 1  3  3  3  3  3  3  2  2  2  1 1  1  

10 2  1  2  3  1  2  3  1  2  3  1  2  3  

11 2  1  2  3  2  3  1  2  3  1  2  3  1  

12 2  1  2  3  3  1  2  3  1  2  3  1  2  

13 2  2  3  1  1  2  3  2  3  1  3  1  2  

14 2  2  3  1  2  3  1  3  1  2  1  2  3  

15 2  2  3  1  3  1  2  1  2  3  2  3  1  

16 2  3  1  2  1  2  3  3  1  2  2 3  1  

17 2  3  1  2  2  3  1  1  2  3  3  1  2  

18 2  3  1  2  3  1  2  2  3  1  1 2  3  

19 3  1  3  2  1  3  2  1  3  2  1  3  2  

20 3  1  3  2  2  1  3  2  1  3  2  1  3  

21 3  1  3  2  3  2 1 3 2 1 3 2 1 

22 3  2  1  3  1  3  2  2  1  3  3  2  1  

23 3  2  1  3  2  1  3  3  2  1  1  3  2  

24 3 2  1  3  3  2  1  1  3  2  2  1  3  

25 3  3  2  1  1  3  2  3  2  1  2  1  3  

26 3  3  2  1  2  1  3  1  3  2  3  2  1  

27 3  3  2  1  3  2  1  2  1  3  1  3  2  



31 
 

 

 

Following Taguchi methodology (Khosrow Dehnad, 1989) an experiment is made 

modeled on orthogonal matrices developed by him. The experiment can be 

performed in two ways by: 

- a real experiment leading to obtaining results for processing; 

- a numerical experiment with the presence of adequate regression 

models. 

     The availability of the described model coefficients, which can be used to 

predict, give a possibility to make a numerical experiment involving Taguchi 

method. The noise matrix is selected from orthogonal matrix I (27,13) with 27 

rows and 13 columns developed by Taguchi. The matrix is worked out with 

factors at three levels – Table 3. 

     The methodology proposed  is implemented for tensile strength Rm and 

relative elongation A. To take out the models of these two target functions, 53 

experiments that form the data matrix A (53, 6 +1) have been used. Here the added 

column "1" is for the output target function Rm or A stored compactly in the 

matrix.  

      To optimize the computing process, the scheme, which having been 

processed for the particular case takes the following kind, is selected. 

In numerical experiments that use models based on the chemical composition 

the noise can be expressed only in the change of the respective components. It is 

assumed to express noise   in the following way k

xi
i 

 where further calculations 

are made for k equal to 100 and 70. 

Here ix is the mean value of relevant variable "i". 

 
Fig.*. Organizing experiments with parametric planning with matrices I, A 

and F 
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     For level "1” of I (27,6) noise is subtracted from relevant ix  taking the value 

of iix  . With level "2" no correction is applied, the value of ix is preserved. With 

level "3" noise is added to relevant ix taking the value of iix  . In numerical 

experiments where models based on chemical composition are used, noise can be 

expressed only in the change of the respective components. Noise   is assumed 

to be expressed as follows k

xi
i 

, where the further calculations are made for k 

equal to 100 and 70. Here  ix  is the average value of the respective variable "i". 

In level "1" I (27,6) noise is subtracted from respective ix  taking the value of 

iix  . In level "2" no correction is applied, the value of ix is preserved. In level 

"3" noise is added to respective ix  taking the value of iix  . 

     Thus, noise is formulated in the change of chemical composition. The 

calculation process is organized as follows: 

A row of matrix I (27,6) is taken (for example, row 1 - I (1,6)). In this row 

level "1" is assigned for each xi, i.e. noise will be taken out from each value xi.  

Thus F (1,1) of the matrix F (27,53) is obtained from the first row of A (53,7). 

The same rule is applied to the rest of the series F (53,6) and it forms F (27,53). 

It is continued with the next row of matrix I (27,6) performing the following 

sequence. 

Each row of matrix I (27,6) forms a relevant row of matrix F (27,53). 

     Calculations are performed according to the following algorithm. 

If we take the first column of matrix I (27,6) relevant to  Х1, it is evident that 

the first nine rows correspond to level "1" of noise, the second nine lines 

correspond to level "2" and the third nine rows correspond to level "3" of noise. 

This makes possible to use the values of the first nine rows of matrix F (27,53) to 

calculate level "1", to use the second nine rows to calculate level of "2" and the 

third nine rows for calculation at level "3" for Х1. For other columns from 2 to 8 

it is necessary to sort in ascending order Xi from I(27,6). After sorting the column 

obtains the kind of the first column.  
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Fig. 2. Computational algorithm 
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  After sorting of the respective variable, calculations for different levels can 

be made. It is continued with the next matrix row I (27,6) performing the 

following sequence. Each row of matrix I (27,6) forms a corresponding row of 

matrix F (27,53). If we take the first column of matrix I (27,6)  corresponding to 

the Х1 , one can see that the first nine rows correspond to noise level "1" of noise, 

the second nine rows correspond to level "2" and the third nine rows correspond  

to noise level "3". That allows using the values of the first nine rows of matrix F 

(27,90) to calculate level "1", the second nine rows to calculate level "2" and the 

third nine rows to calculate level "3" for Х1. For the rest columns from 2 to 6 it is 

necessary to sort by ascending order of Xi of I(27,6). After sorting the column 

takes the kind of the first column. With sorting, if shifts are made, they are 

reflected in matrix F (27,53). After sorting the corresponding variable it is 

possible to make calculations for different levels. 

     In the numerical experiment noise was first determined with К=70. The 

analysis of the graphics shows low sensitivity for both Rm and A. In these 

calculations, as shown in the Table 4.  

    The conclusion that can be made for the tensile strength – Rm is that all the 

factors have a significant effect on aluminum, manganese, zinc and nickel and it 

is expected they to change in the direction of decreasing values, and copper and 

silicon to increasing values. About the results for the relative elongation – A, from 

all six variables two of the variables – nickel and silicon – should not be changed, 

and the rest of the variables – aluminum, manganese, zinc and copper – need to 

change in the direction of increasing their value. As the experiment is numerical, 

it is possible to perform numerical optimization with the mathematical models 

obtained as the values of Xi  are remained to change within the limits defined by 

the output data (Table 1). The circumstance that some of the variables remain 

unchanged, i.e. they keep their initial values, imposes the necessity to separately 

carry out optimization for the chemical composition of each alloy. As a method 

of optimization, the method of Hook and  Jives was chosen. This method is 

characterized as one of the best to solve problems with different parameters of the 

goal functions. Specifically, the tensile strength Rm is changed from X1, X2, X3, 

X4, X5 and X6, and the relative elongation is varied from X1, X2, X3 and X4. 
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Table 4. Levels of noise factors for the research parameters 

 

Variable Element 

of 

composition 

Noise level 

Rm A 

X1 Al 1 3 

X2 Mn 1 3 

X3 Zn 1 3 

X4 Cu 3 3 

X5 Ni 1 2 

X6 Si 3 2 

 

The fact that one of the variables does not change, i.e. they preserve their initial 

values requires optimization to be performed separately with chemical 

composition for each alloy. The ones mentioned, X5 and X6, are maintained at 

their level, but are held by changing the rest. In this way, 53 optimizations are 

performed, with each case obtaining a separate value of the extremum. Then all 

maxima are sorted in ascending order and the largest is selected. With the values 

of the variables of the relative elongation, the value of the tensile strength Rm is 

calculated. Thus, the two-criteria approach is implemented. The optimal 

composition is shown in the table. 

 

 

 
 

     Such an approach is justified because the task, if viewed from the point of 

view of technology, is that individual optimization is the refinement of a separate 

actual alloy.  

     Optimization in this way coincides with the approach of searching for a 

global extremum from a set of starting points. 
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     This outcome indicates that the task is feasible and the approach applied 

can result in improvement of the alloy composition.  

 

Conclusion 

      The numerical experiment has proved the ability to improve the quality 

of magnesium alloy of a certain class. Mathematical models suitable for 

forecasting and optimization have been derived. The approach of    Taguchi 

applied has lead to a desired result, to separate variables Xi for the examined 

parameters that do not influence significantly on the final result. With this limit, 

the numerical optimization for maximum search has been conducted with each 

chemical composition. That allows improving it. Relative elongation A turned to 

be less variable index and tensile strength Re requires caution with extreme 

selecting. The decision of bi-criteria problem set has been defined thus proving 

that the Taguchi approach is applicable to a similar class of problems. 
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II.  Activity Based on Experimental Results Obtained for the 

Relationship between Grain Size and Mechanical Properties 

 

Data have been obtained from DUT University (大连理工大学) to establish the relationship 

between the grain size and the properties of manganese alloys.. The available data base is shown 

in Tabl.1. 

Tabl.1. Experimental observations about the grain size from the properties 

Grain 

Size (μm) 

Tensile Strength 

（MPa） 

Yield Strength 

(MPa) 
Elongation(%) 

Hardness

（HB） 

 

comment 

142,9 173   1 56,5 

111,6 199,4   1,1 71,8 

AZ91D 

92,5 210,5   1,2 74,9 

85,1 220,2   1,3 79,9 

63,2 220,1   1,4 80,4 

86,1 221,9   1,3 78,2 

100 180 95 3,3 61 

48 208 107 3,5 69,5 

AZ31 

30 227 114 3,8 76,3 

23 243 125 4,95 83,1 

14 261 134 5,4 92,5 

26 229 117 4,1 85,6 

200  197,50  80,40  9,90    

160  207,30  81,30  12,40    
AZ31 

330  190,00  78,00  8,90    

420  185,00  75,00  12,90    

AZ31 

380  190,00  85,00  13,70    

300  195,60  83,10  14,30    

450  183,00  72,00  11,30    

86 158   1,2 570 

65 180   1,4 660 

AZ31 50 212   1,6 790 

320 126   7,2   

178 142   8,7   

AZ63B 
96 156   9,5   

50 171   11,2   

212 160,07   3,83   

135 192,97   6,5   

AZ91 

108 195,46   6,5   

76 218,3   7,43   

98 206,76   7,33   

212  181,00    9,20    

140  210,00    18,30    
AZ91 

280  105   8,4   

118 138   12,3   

AZ91 
115 141   13,5   

110 156   13,6   

124 137   13,2   
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The following relations have been formulated: 

 

Fig. 1. Dependencies of tensile strength and relative elongation of grain size 

(third and fourth degree models) 

With the help of specialized software, the aforementioned dependencies were 

obtained . In Fig. 1 and 2, polynomial approximations of the third and the fourth  

are presented, on the basis of which a generalized pattern of the grain size 

relationship was later constructed depending on the tensile strength and the 

relative elongation. As can be seen from the graph, the dispersion is too large, but 

the patterns are too high for determinations and can be useful as an initial 

approximation within the project. 

 

Fig. 2.  Approximating dependencies of the tensile strength on the grain size 
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Fig. 3. Aproximating dependencies of the relative elongation on the grain 

size 

 

Fig. 4. Numeric values calculated by the models 
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Fig. 5. Interpolation and approximation [dependencies] of the tensile 

strength on the grain size 

 

Fig. 6. Interpolation and approximation dependencies of the relative 

elongation on the grain size 
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The interpolation dependence of the tensile strength U1(t) on the relative 

elongation A2(t) shown on Fig.5 and 6 is a demo[nstration] possibility that can be 

used in the future.  Exact values can be determined for these interpolations. They 

are presented in Fig.7. 

 

Fig. 7. Numeric values of presented interpolations. 

According to an expert opinion for a further application, it is suggested to use the 

data from Fig. 4. 

Another possibility is to solve an optimization problem with both tensile strength 

and relative elongation properties. For this purpose, regression relations were 

obtained/output in  coded units of the grain size in the range [-1; +1]. 

Coding is done according to  the dependencies  
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Decoding is done using the formula. 

 

The obtained /output models  in coded values are as follows 

 

In order to analyze the two properties, normalization is performed for their 

values. This operation brings them to the same percentage scale. 

 

 

Fig. 8. Normalized values of the explored properties strength and elongation on 

the grain size 

 

bio
bmin bmax( )

2
 w bmax bio bkod

b bio( )

w


bdekod w bkod bio
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A polynomial model with a very high  coefficient of multidimensional correlation 

is plotted for the yield trend depending on the grain size 

 

 

 

Fig. 9. Graphical interpretation of the relationship between the 

experimental and predicted values of the yield  trend on the grain size 

 

Fig. 10. Numeric values calculated by the model and the experimentally 

determined values of the yield strenth 
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. 

 Fig.11 to Fig.22 show most of the  possibilities for displaying the raw data in 

Table 1. 

3D Contour Plot of grain against UTS and A

Sheet1 in Gr_UTS_A 3v*38c

grain = Spline
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Fig. 11. 

The grain size in the mold matrix is a consequence of the processing mode 

conditions. The corresponding structure determines the properties. Figures 11-13 

show different capabilities of  tool Statistica to display the independence of the 

mean grain value and the expected values for strength and relative plasticity. Fig. 

11 is a contour image, and Fig. 12 and 13 are three-dimensional images. These 

graphs are entirely based on the experimental results provided. They do not 

express a particular pattern. 

3D Wafer Plot of grain [mkm] against UTS [MPa] and Elongation [%]

Sheet1 in Gra_UTS_A 3v*38c

grain [mkm] = Wafer
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Fig. 12. 
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3D Wafer Plot of grain [mkm] against UTS [MPa] and Elongation [%]

Sheet1 in Gra_UTS_A 3v*38c

grain [mkm] = Wafer
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Fig. 13. 

 

Pie Chart of grain [mkm]

Sheet1 in Gra_UTS_A 3v*38c

grain [mkm]

(0;50]

(50;100]

(400;450]
(350;400]

(300;350]

(250;300]

(200;250]

(150;200]

(100;150]

 

Fig. 14. 
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Pie Chart of UTS [MPa]

Sheet1 in Gra_UTS_A 3v*38c

UTS [MPa]

(100;120]
(120;140]

(140;160]

(160;180]

> 260(240;260]

(220;240]

(200;220]

(180;200]

 

Fig.  15. 

Pie Chart of Elongation [%]

Sheet1 in Gra_UTS_A 3v*38c

Elongation [%]

(0;2]

(2;4]

(4;6]

(18;20](14;16]

(12;14]

(10;12]

(8;10]

(6;8]

 

Fig. 14 - 16 show groups of values at specified intervals, respectively, for 

the grain size, the strength and the relative elongation. This is a direct 

representation of the table data for each type of the parameters. Fig. 17 shows the 

three groups of parameters in total, with the observation number on the abscissa 

axis, and on the ordinate axis the value of the parameter in a common scale of the 

different dimensions. 
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Bar/Column Plot of multiple variables

Sheet1 in Gra_UTS_A 3v*38c

 grain [mkm]

 UTS [MPa]
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Fig. 17. 

 

Fig. 18 and 19 present the tabulated data for the strength and the relative 

elongation as dependent on the grain size.  Package Statistica can determine which 

values of the ones presented are of very large scattering. This can be accounted 

for by the represented figures respectively. These values can be excluded in the 

modeling process and thus the model’s importance will be improved. Excluding 

the values is for those with the greatest deviation from the initial approximation, 

and this exclusion is done symmetrically to this approximation. 

Bag plot of UTS [MPa] against grain [mkm]

Sheet1 in Gra_UTS_A 3v*38c
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Fig. 18. 



48 
 

Bag plot of Elongation [%] against grain [mkm]

Sheet1 in Gra_UTS_A 3v*38c

 Elongation [%]
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Fig. 19. 

 

The table shows the characteristics of the best approximations obtained 

with neural models among 2000 analyzed networks. This is an opportunity for the 

Statistica package. In Fig. 20 shows the comparison of five networks between 

experimental and modeled values. The Statistica package allows for a selected 

approximation to create a code that can later be used for embedding into software. 

 

Summary of active networks (Sheet1 in Gr_UTS) 

Ind

ex 
 

Net. 

name 
 

Training 

perf. 
 

Test 

perf. 
 

Validation 

perf. 
 

Training 

error 
 

Test 

error 
 

Validation 

error 
 

Training 

algorithm 
 

Error 

function 
 

Hidden 

activation 
 

Output 

activation 
 

 1 
MLP 1-

3-1 
0,659207 

0,4996

21 
0,660885 351,9790 

493,02

05 
261,2349 BFGS 29 SOS Logistic Logistic 

 2 
MLP 1-

2-1 
0,652393 

0,5073

76 
0,689405 357,7484 

486,28

19 
251,6479 BFGS 15 SOS Tanh Logistic 

 3 
MLP 1-

5-1 
0,619192 

0,5538

02 
0,659930 394,2977 

451,24

50 
308,4738 BFGS 4 SOS Tanh Logistic 

 4 
MLP 1-

2-1 
0,659019 

0,5114

14 
0,679721 352,2023 

487,71

95 
264,8800 BFGS 34 SOS Logistic Tanh 

 5 
MLP 1-

3-1 
0,659045 

0,5150

58 
0,679060 352,0528 

487,39

59 
267,2606 BFGS 31 SOS Logistic Logistic 
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tensile strength(MPa) (Target) vs. tensile strength(MPa) (Output)

 Samples: Train
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Fig. 20. 

In the table, the experimental strength observations are compared to the 

five obtained models. 

Cas

e 

na
me 

Predictions spreadsheet for tensile strength(MPa) (Sheet1 in Gr_UTS) Samples: Train 

tensile 
strength(MPa) 

Target 
 

tensile strength(MPa) 
- Output 

1. MLP 1-3-1 
 

tensile strength(MPa) 
- Output 

2. MLP 1-2-1 
 

tensile strength(MPa) 
- Output 

3. MLP 1-5-1 
 

tensile strength(MPa) 
- Output 

4. MLP 1-2-1 
 

tensile strength(MPa) 
- Output 

5. MLP 1-3-1 
 

2 
 

261,0000 245,1128 240,4375 244,7512 245,9238 247,1279 

3 
 

243,0000 236,7967 234,5246 239,7705 236,7593 237,6811 

4 
 

229,0000 233,6752 232,2201 237,8340 233,3864 234,1214 

5 
 

227,0000 229,3370 228,9094 235,0430 228,7663 229,2117 

6 
 

208,0000 209,6608 211,9309 220,1630 208,6751 208,0039 

8 
 

171,0000 207,6507 209,9993 218,3705 206,6868 205,9548 

9 
 

220,1000 196,0144 198,1466 206,6555 195,3410 194,5358 

10 
 

180,0000 194,6618 196,7045 205,1262 194,0376 193,2564 

12 
 

220,2000 183,1086 184,1045 190,3486 183,0164 182,7077 

13 
 

158,0000 182,7258 183,6856 189,8011 182,6547 182,3690 

14 
 

221,9000 182,6839 183,6398 189,7409 182,6151 182,3319 

15 
 

210,5000 180,2424 180,9819 186,1471 180,3136 180,1850 

16 
 

156,0000 179,0918 179,7416 184,3923 179,2325 179,1804 

19 
 

195,4600 175,9673 176,4365 179,4093 176,3074 176,4663 

20 
 

156,0000 175,5517 176,0060 178,7200 175,9192 176,1054 

21 
 

199,4000 175,2379 175,6827 178,1947 175,6262 175,8327 

22 
 

141,0000 174,6224 175,0532 177,1521 175,0514 175,2966 
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23 
 

138,0000 174,1331 174,5574 176,3102 174,5942 174,8689 

24 
 

137,0000 173,2886 173,7120 174,8257 173,8035 174,1249 

25 
 

192,9700 172,1234 172,5673 172,6860 172,7024 173,0741 

27 
 

173,0000 171,5255 171,9875 171,5182 172,1253 172,5113 

28 
 

207,3000 170,7094 171,1863 169,7244 171,2925 171,6687 

31 
 

160,0700 170,2007 170,4176 166,8979 170,4050 170,6322 

32 
 

181,0000 170,2007 170,4176 166,8979 170,4050 170,6322 

33 
 

105,0000 170,7509 170,3002 163,3073 170,2377 170,2902 

36 
 

190,0000 171,2235 170,2918 159,6458 170,2225 170,1930 

37 
 

190,0000 171,6389 170,2905 155,3821 170,2197 170,1358 

38 
 

185,0000 171,9239 170,2904 151,7703 170,2192 170,1054 

 

The product allows the network to be stored in a code for future use. Below is a 

sample code selected for a given network. 

//Analysis Type - Regression  

#include <stdio.h> 

#include <conio.h> 

#include <math.h> 

#include <stdlib.h> 

 

double Sheet1_in_Gr_UTS_1_MLP_1_3_1_input_hidden_weights[3][1]= 

{ 

 {-1.22080769298642e+001 }, 

 {1.79676014160609e-001 }, 

 {-1.46264349811217e+000 }  

}; 

 

double Sheet1_in_Gr_UTS_1_MLP_1_3_1_hidden_bias[3]={ -1.02738121460061e+000, -4.35761042008986e-

001, -3.63720686592803e+000 }; 

 

double Sheet1_in_Gr_UTS_1_MLP_1_3_1_hidden_output_wts[1][3]= 

{ 

 {9.95764555530247e+000, -8.93541475553883e-002, -8.46173922682036e+000 } 

}; 

 

double Sheet1_in_Gr_UTS_1_MLP_1_3_1_output_bias[1]={ -1.95680571951655e-001 }; 

 

double Sheet1_in_Gr_UTS_1_MLP_1_3_1_max_input[1]={ 4.20000000000000e+002 }; 

 

double Sheet1_in_Gr_UTS_1_MLP_1_3_1_min_input[1]={ 1.40000000000000e+001 }; 

 

double Sheet1_in_Gr_UTS_1_MLP_1_3_1_max_target[1]={ 2.61000000000000e+002 }; 

 

double Sheet1_in_Gr_UTS_1_MLP_1_3_1_min_target[1]={ 1.05000000000000e+002 }; 

 

double Sheet1_in_Gr_UTS_1_MLP_1_3_1_input[1]; 

double Sheet1_in_Gr_UTS_1_MLP_1_3_1_hidden[3]; 

double Sheet1_in_Gr_UTS_1_MLP_1_3_1_output[1]; 

 

double Sheet1_in_Gr_UTS_1_MLP_1_3_1_MeanInputs[1]={ 1.32978571428571e+002 }; 

 

void Sheet1_in_Gr_UTS_1_MLP_1_3_1_ScaleInputs(double* input, double minimum, double maximum, int 

size) 

{ 

 double delta; 

 long i; 
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 for(i=0; i<size; i++) 

 { 

 delta = (maximum-minimum)/(Sheet1_in_Gr_UTS_1_MLP_1_3_1_max_input[i]-

Sheet1_in_Gr_UTS_1_MLP_1_3_1_min_input[i]); 

 input[i] = minimum - delta*Sheet1_in_Gr_UTS_1_MLP_1_3_1_min_input[i]+ delta*input[i]; 

 } 

} 

 

void Sheet1_in_Gr_UTS_1_MLP_1_3_1_UnscaleTargets(double* output, double minimum, double maximum, 

int size) 

{ 

  double delta; 

  long i; 

  for(i=0; i<size; i++) 

  { 

    delta = (maximum-minimum)/(Sheet1_in_Gr_UTS_1_MLP_1_3_1_max_target[i]-

Sheet1_in_Gr_UTS_1_MLP_1_3_1_min_target[i]); 

    output[i] = (output[i] - minimum + delta*Sheet1_in_Gr_UTS_1_MLP_1_3_1_min_target[i])/delta; 

   } 

} 

 

double Sheet1_in_Gr_UTS_1_MLP_1_3_1_logistic(double x) 

{ 

  if(x > 100.0) x = 1.0; 

  else if (x < -100.0) x = 0.0; 

  else x = 1.0/(1.0+exp(-x)); 

  return x; 

} 

 

void Sheet1_in_Gr_UTS_1_MLP_1_3_1_ComputeFeedForwardSignals(double* MAT_INOUT,double* 

V_IN,double* V_OUT, double* V_BIAS,int size1,int size2,int layer) 

{ 

  int row,col; 

  for(row=0;row < size2; row++)  

    { 

      V_OUT[row]=0.0; 

      for(col=0;col<size1;col++)V_OUT[row]+=(*(MAT_INOUT+(row*size1)+col)*V_IN[col]); 

      V_OUT[row]+=V_BIAS[row]; 

      if(layer==0) V_OUT[row] = Sheet1_in_Gr_UTS_1_MLP_1_3_1_logistic(V_OUT[row]); 

      if(layer==1) V_OUT[row] = Sheet1_in_Gr_UTS_1_MLP_1_3_1_logistic(V_OUT[row]); 

   } 

} 

 

void Sheet1_in_Gr_UTS_1_MLP_1_3_1_RunNeuralNet_Regression ()  

{ 

  

Sheet1_in_Gr_UTS_1_MLP_1_3_1_ComputeFeedForwardSignals((double*)Sheet1_in_Gr_UTS_1_MLP_1_3_

1_input_hidden_weights,Sheet1_in_Gr_UTS_1_MLP_1_3_1_input,Sheet1_in_Gr_UTS_1_MLP_1_3_1_hidden

,Sheet1_in_Gr_UTS_1_MLP_1_3_1_hidden_bias,1, 3,0); 

  

Sheet1_in_Gr_UTS_1_MLP_1_3_1_ComputeFeedForwardSignals((double*)Sheet1_in_Gr_UTS_1_MLP_1_3_

1_hidden_output_wts,Sheet1_in_Gr_UTS_1_MLP_1_3_1_hidden,Sheet1_in_Gr_UTS_1_MLP_1_3_1_output,S

heet1_in_Gr_UTS_1_MLP_1_3_1_output_bias,3, 1,1); 

} 

 

int main() 

{ 

  int cont_inps; 

  int i=0; 

  int keyin=1; 
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  while(1) 

  { 

 printf("\n%s\n","Enter values for Continuous inputs (To skip a continuous input please enter -9999)"); 

 printf("%s","Cont. Input-0(grain size(?m)): "); 

 scanf("%lg",&Sheet1_in_Gr_UTS_1_MLP_1_3_1_input[0]); 

 for(cont_inps=0;cont_inps<1;cont_inps++) 

 { 

     //Substitution of missing continuous variables 

     if(Sheet1_in_Gr_UTS_1_MLP_1_3_1_input[cont_inps] == -9999) 

   

Sheet1_in_Gr_UTS_1_MLP_1_3_1_input[cont_inps]=Sheet1_in_Gr_UTS_1_MLP_1_3_1_MeanInputs[cont_in

ps]; 

 } 

    Sheet1_in_Gr_UTS_1_MLP_1_3_1_ScaleInputs(Sheet1_in_Gr_UTS_1_MLP_1_3_1_input,0,1,1); 

 Sheet1_in_Gr_UTS_1_MLP_1_3_1_RunNeuralNet_Regression(); 

 Sheet1_in_Gr_UTS_1_MLP_1_3_1_UnscaleTargets(Sheet1_in_Gr_UTS_1_MLP_1_3_1_output,0,1,1)

; 

 printf("\n%s%.14e","Predicted Output of tensile strength(MPa) = 

",Sheet1_in_Gr_UTS_1_MLP_1_3_1_output[0]); 

 printf("\n\n%s\n","Press any key to make another prediction or enter 0 to quit the program."); 

 keyin=getch(); 

 if(keyin==48)break; 

  } 

 return 0; 

} 

 

The figure shows the program codes in which the program can record the 

neural model. What needs to be done is the user to indicate an approximation that 

suits him / her. 
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UTS [MPa] (Input), Elongation [%] (Input), grain [mkm] (Target)

 > 500 

 < 480 

 < 280 

 < 80 

 < -120 

 < -320 
 

The selected model can be visualized. The visualization can track the 

difference between model values and experimental values. Below are various 

analyzes that the Statistica package performs. Analyses can provide the expert 

with an assessment of the selected model. 

Statistics 

Predictions statistics (Sheet1 in Gra_UTS_A) Target: grain 

[mkm] 

3.MLP 2-6-1 
 

Minimum prediction (Train) 
 

26,702 

Maximum prediction (Train) 
 

445,367 

Minimum prediction (Test) 
 

30,925 

Maximum prediction (Test) 
 

270,279 

Minimum prediction (Validation) 
 

68,451 

Maximum prediction (Validation) 
 

450,000 

Minimum prediction (Missing) 
 

 

Maximum prediction (Missing) 
 

 

Minimum residual (Train) 
 

-65,367 

Maximum residual (Train) 
 

49,660 

Minimum residual (Test) 
 

-7,925 
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Maximum residual (Test) 
 

49,721 

Minimum residual (Validation) 
 

-150,000 

Maximum residual (Validation) 
 

16,649 

Minimum standard residual (Train) 
 

-3,923 

Maximum standard residual (Train) 
 

2,980 

Minimum standard residual (Test) 
 

-0,354 

Maximum standard residual (Test) 
 

2,223 

Minimum standard residual 

(Validation) 
 

-2,762 

Maximum standard residual 

(Validation) 
 

0,307 

 

 

 

 

Samples 

Data statistics (Sheet1 in Gra_UTS_A) 

UTS [MPa] 

Input 
 

Elongation [%] 

Input 
 

grain [mkm] 

Target 
 

Minimum (Train) 
 

105,0000 1,10000 14,0000 

Maximum (Train) 
 

261,0000 18,30000 450,0000 

Mean (Train) 
 

185,9357 7,69964 151,5429 

Standard deviation (Train) 
 

35,2359 4,91550 118,3861 

Minimum (Test) 
 

126,0000 1,00000 23,0000 

Maximum (Test) 
 

243,0000 7,20000 320,0000 

Mean (Test) 
 

188,4200 3,57000 129,8200 

Standard deviation (Test) 
 

45,2425 2,57235 115,1928 

Minimum (Validation) 
 

171,0000 1,30000 50,0000 

Maximum (Validation) 
 

220,2000 14,30000 300,0000 

Mean (Validation) 
 

195,9520 8,64000 148,6200 

Standard deviation (Validation) 
 

46,4921 4,86237 135,2162 

Minimum (Missing) 
 

   

Maximum (Missing) 
 

   

Mean (Missing) 
 

   

Std (Missing) 
 

   

Minimum (Overall) 
 

105,0000 1,00000 14,0000 

Maximum (Overall) 
 

261,0000 18,30000 450,0000 

Mean (Overall) 
 

187,5805 7,28000 148,3000 

Standard deviation (Overall) 
 

34,2301 4,82246 113,2396 
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Correlation coefficients (Sheet1 in Gra_UTS_A) 

grain [mkm] 

Train 
 

grain [mkm] 

Test 
 

grain [mkm] 

Validation 
 

3.MLP 2-6-1 
 

0,979926 0,989246 0,964357 

 

 

 

Effect 

Parameter Estimates (Sheet1 in Gra_UTS_A) Sigma-restricted parameterization 

grain 

[mkm] 

Param. 
 

grain 

[mkm] 

Std.Err 
 

grain 

[mkm] 

t 
 

grain 

[mkm] 

p 
 

-

95,00

% 

Cnf.

Lmt 
 

+95,0

0% 

Cnf.L

mt 
 

grain 

[mkm] 

Beta (?) 
 

grain 

[mkm] 

St.Err.? 
 

-

95,00

% 

Cnf.

Lmt 
 

+95,0

0% 

Cnf.L

mt 
 

Intercept 
 

311,856 500,463 0,62314 0,53761 707,55 1331,     

UTS [MPa] 
 

0,2080 4,7425 0,04386 0,96528 -9,452 9,868 0,06288 
1,43355 

 
-2,85 2,982 

UTS [MPa]^2 
 

-0,0078 0,0116 -0,6733 0,50559 -0,031 0,016 -0,8672 1,28800 -3,49 1,756 

Elongation [%] 
 

-25,659 28,1819 -0,9104 0,36937 
-

83,064 
31,74 -1,0927 1,20016 -3,53 1,351 

Elongation [%]^2 
 

-0,8080 0,7354 -1,0987 0,28009 -2,306 0,690 -0,5654 0,51462 -1,61 0,482 

UTS 

[MPa]*Elongation 

[%] 
 

0,2510 0,1390 1,80545 0,08042 -0,032 0,534 1,93887 1,07389 -0,24 4,126 

 

 

CONCLUSION 

This generalized research is devoted to numerical approaches to identify 

effective solutions in the field of magnesium alloys. Approaches to obtain the 

optimal combination of chemical composition and heat treatment to achieve 

certain properties are of fundamental importance for the realization of an effective 

project. They are at the basis to design or improve new alloys and the associated 

with them costs. 

The research of the genome of the material in this generalization of 

publications, relies entirely on statistical processing and it is aimed at creating 

opportunities for predicting the mechanical parameters as a function of the 

chemical composition and the heat treatment parameters taking into account the 

relevant boundary conditions. 

To determine how to deal with the issue of improving the properties of the 

chemical composition and processing through the methods of modeling and 

optimization, in [1] there were considered methods for preparation of alloys.  

Multiparametric regression analysis is one of the most popular methods for data 

processing. It has been applied successfully in the research of a set of relations in 

the metallurgical industry. Due to the nature of each statistical analysis, the 

coefficients of the restrictions caused by the regression analysis are known only 

approximately. 
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In this respect, competing metallurgical companies develop software tools and 

approaches, supporting their work in finding rational solutions on the final 

properties of the products. It is impressive in the analysis of the bibliography 

about the simultaneous improvement of the strength and the ductility that alloying 

or processing parameters do not guarantee much data. This fact in the subsequent 

studies should be considered for the creation of mathematical models to analyze 

the objects for the observed metallurgical process. This is an important motive in 

the implementation of future targets for research relevant to a new generation of 

steels. 

Automated design of the composition and the procedures of processing ferritic 

steels of all generations is possible to realize with modern computing resources. 

The innovation of these technologies for the production of new generations of 

steel and also the widespread use of modern materials, are important for the 

economic development and for the ways to increase security, too. 

The approbated approach is realized at the methodical level. 

The Creation of nonlinear analytical models for control of the properties, 

depending on the chemical composition in the heat-treated condition. For this 

purpose there has been developed a procedure and software for analysis of the 

research parameters; 

Multicriteria optimization realizes the possibility to achieve a compromise 

between characteristics of contradictory trends. 

 Analysis and optimization of selected quality indicators 

The first contribution to the ‘MGI’ is adaptation of the method of shifting 

constraints for the purpose of multicriteria optimization. 

Fig. presents a sample surface of the response for changing the quality 

indicator due to  depending on the values of the technological  inputs . 

 
Fig.Graphical interpretation of single-criteria 

optimization problem with two factors of change. 
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The usual practice analyses such surfaces graphically via contour diagrams 

determined by equilevel lines. Thus it is possible to determine graphically 

coordinates of values for technological parameters with local or global maxima 

or minima of the goal parameter. 

The scalarization of the problem for MKVR  passes through two stages: 

- Making criteria dimensionless values (thus making them comparable); 

- Constructing a generalizing function /filter/. 

The general scheme of the approach and the algorithm of this a priori approach 

is presented in Material Science area. 

A single- criteria problem is solved unifying criteria according to a determined 

dependency on the basis of which a non-dominated solution is obtained. 
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APPLICATION 

Essence and Mathematical Formalism to Manage Quality of Casting Processes of 

Magnesium Alloys 

Part 1 / Defining the Problem / 

The technological processes and combinations of their parameters, causing defects 

depending on the number of the explored quantities, are subdivided into single-criterion 

and multi-criteria. 

The  single-criterion influences of  technological factors on the goal function examines 

one quality parameter  associated with one defect. By examining a complex of properties 

from the same input parameters, it is possible to determine that combination of input 

parameters that provide exactly defined output parameter requirements. 

From the set of defined optimally effective solutions it is possible to determine just one 

(most advantageous) associated with lower energy or materials consumption. 

In this presentation, the essence, ideas, and mathematical background of problems of 

production quality management are developed. These principles are universal in all 

processes, but the problems in the present material are oriented to magnesium alloys 

treated by foundry processes. 

The object of the study is magnesium alloys chosen because of their valuable properties, 

which is why they find specific applications. The table lists the applications of specific 

alloys. 
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Valuable properties arise when compared to similar widespread materials. This is done 

on the graph when comparing magnesium with aluminum and iron. 

 

Applications of magnesium alloys are performed by two types of blanks: cast by 

different methods and plastic deformed by different methods. 

The figure shows the dependence of the properties on these two separate types of blanks. 

In  cast alloys there is a more pronounced contradiction between strength and plasticity, 

which necessitates solving multi-criteria optimization  problems. 

With this optimization, it is possible to solve a compromise between both criteria in 

terms of chemical composition, casting process and heat treatment 

 



60 
 

According to a research, magnesium alloys will continue to be important in the future, 

both in the automotive and aerospace industries. Specific examples of applications in 

the automotive industry are listed in the table. 

 

Each product or quality process is characterized by one or several qualitative indicators. 

For each product to be qualitative, each of these indicators must have a specified value 

set to the standard.  

Often it is called a target value. For a number of reasons, but not every product has the 

exact target value of the quality indicator. Non-compliance with the technology and for 

other reasons, deviations from the quality indicator from the target value appear. If these 

deviations are within a defined range called tolerance limits, the product is considered 

fit, otherwise it is defective. 



61 
 

 

The tables set out certain mean values of magnesium alloys that are most widely used 

in practice. These data, coupled with other physical constants are staked in the 

specialized softwarе, for specific casting calculations. 

Like any other material, magnesium alloys, in addition to advantages and limitations, 

also exhibit disadvantages. 

The idea is part of these deficiencies with alloying with different elements and different 

treatments to be overcome. 

In this case, the application options will be expanded. 
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However, any other effect appreciated by the manufacturer or the user of the alloy within 

certain limits and measured according to a specified methodology of a relevant 

dimension may be subject to investigation as necessary 
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Two major factors in alloys affect the value of the effect, property, criterion. It is the 

combination of one or several alloying elements and the combination of the values of 

the casting mode or heat treatment applied after the casting of the workpiece.  

These two large sets of parameters are subject to formalization for a mathematical 

description for forecasting and optimization. The table shows the impact of one of the 

parameters on a Quality Score. 

Different alloying elements have different effects on alloys on different bases. 

The table shows the characteristic influences of individual alloying elements in certain 

ratios in alloys of aluminum and magnesium. 

 

The combination of one or several elements in different percentages determines areas of 

certain qualities (properties). As an example, the properties of magnesium alloys doped 

with zinc and aluminum are indicated. 

They are explored according to certain methodologie, and each ratio of the determined 

chemical composition  corresponds to a precisely defined property value.  

The value of the property may vary within a range depending on the conditions in which 

the test sample was obtained.  

In this sense, the chemical composition in terms of counts, the amount of doped elements 

and process mode parameters are input parameters, varied as combinations, and the 

property being tested is  an output parameter. 

Different states of input parameters give a different set of indicators. 
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An example of the change of three target indicators / criteria and the scattering of the  

research value around the mean and the importance of this value depending on the 

change of zinc and alumina in magnesium alloys are presented as follows. 
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The main criteria with which metal production can be qualified are the values of certain 

strength characteristics. 

The figure shows the values of two strength endpoints derived from three technological 

methods.  

The technological methods are applied to the same control values of the manufacturing 

process.  

The difference in values is explained by the presence or absence of foundry defects, 

such as a porosity that varies between different methods. 

 

 

Both the type of the method and the type of the alloy is influenced by the value of the 

criterion. 

 

There is no generalized approximation rule at once set parameters for an alloy or method 

that can be automatically transferred to other alloys or similar methods. 
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A proof of the influence of the method on the percentage defect is shown in the figure. 

The defect is dependent on the conditions of crystallization and other technological 

indicators. Not all of them are subject to formalization. 

The porosity weakens the cross section and therefore reduces the strength. Pore control 

can also be  an output parameter. 

 

The conditions under which the experiments are conducted have a significant effect on 

the studied magnitude. 

The results of the bibliographic research should be considered as average. For specific 

production conditions, the normalization of the explored qualitative indicators according 

to the applied practice is made.  

 

Dissipation around the average is directly related to the quality of the process. Greater 

distraction is a sign of a lower quality process. 
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There are certain differences between experimental and calculated data due to the 

imperfection of the computation process. 
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The specialized software can be used as a tool for obtaining statistics for the process 

quality analysis. 

The result of applied specialized statistical processing from simulations must be 

confirmed in practice. 

For the analysis of the process a qualitative indicator or a system of indicators to be 

controlled is selected. 

 

For a specific case, with a precisely defined filling and cooling scheme, simulations can 

be made to model a given casting process. 

 These simulations are made with specialized software for foundry purposes. A list of 

specialized software is shown in table and the diagram shows the interaction of the basic 

modules in the  research of various simulations of foundry processes. 
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Another major influence on the strength of the alloy is expressed by the grain size of the 

microstructure of the obtained casting. The fine-grained structure is characterized by 

better properties. 

The crystallization conditions and the additives added to this process are mainly 

influenced by the grain size. The figure shows the mean value of the grain size when 

deposited in the process of crystallization of certain additives. 

 

Data on the impact of additives in a given percentage for two types of specimens on the 

grain size is presented in the table. 

The optimization that can be recommended in this case will depend on the additive 

amount and the casting volume in which it is placed. 

It is clear from the attached table that for two different casting volumes the optimal 

percentage of the additive is different. 

In addition to strength, grain scale assays may be performed with respect to other 

mechanical performance as shown by the micro hardness.  

The pursuit of sufficient observations is to make generalizations and forecasts. Different 

alloys obtained under different conditions can be arranged / classified according to 

different qualitative indices.  

 



70 
 

 

The specific relationship between the additive  type, the used percentage content and the 

volume of the sample on the mechanical performance is presented in the table. 

For a specific application of an alloy, optimization of the amount of incorporated 

additive and its evaluation on the mechanical properties can be performed. 

With a given set of properties, it may be advisable to optimize the additive as an amount 

added to the melt. 
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This will provide a scientifically grounded proposal in which conditions an alloy of them 

with a certain set of properties is better used than another. 

The main material presented in the above paper contains the results of experiments 

conducted. Each process of data acquisition is called an experiment. 

 

Each process for Data Mining (DM) is called an experiment 

An important prerequisite for successful selection of a model is the correct selection of 

the factors included in it. 

If the factors are quantitative, they are required not only to be measurable and 

manageable but also to have a significant effect on the output quantity. 

Incorporating insignificant factors into the model increases the cost of experimental 

research without leading to a higher-quality model. 

To estimate the influence of the factor on the output parameter it varies with a number 

of pre-selected values, called factor levels.  

Since the measured output parameter also is affected by random interference, for each 

level of the factor there is realized a number of n observations. 

In the statistical dependencies, only the trends of variation of the variables are persistent, 

but not their values in the individual measurements 
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Other applicatins from different articles 
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